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PART A 

GENE3AL DISCUSSION 

1. IMTROlxJCTION 

This i s  the seventh quarterly progress report  submitted in 

accordance with the provisions of Contract No. 953673, “Investigation 

of Optimization of Atti tude Control Systems.” 

Janmry 1, 1966.thro~1gh March 31, 1966. 

This report  i s ’ i n  four parts. 

It covers the period 

The first par t  summarizes the 

progress during the reporting period. The technical discussions a re  

given i n  Parts B, C, and I), i n  which the plans of future  work a r e  

a l s o  included. 

2. PROGRESS IXJRING REPORTING PERIOD 

2-1 Coordination ike t ings  

A series of meetings was held a t  Purdue University on &¶arch 9 

through March 11, 1966. 

A. E. Cherniack of Jet  Propulsion Laboratory, hsadena, California, 

and J. Y. S. Lluh, G. E. O’Connor and J. S. Shafran of Purdue University. 

Those present a t  the meetings inclxded: 

The discussions brought out the following: 

(a) The antenna pointing problem should be t rea ted  a s  a steady 

state problem o r  i t s  eqJivelent. 

(b) The optimal control of a par t icu lar  space landing vehicle 

sholild be investigated with respect t o  the application of the control 

theory of the bounded phase-coordinate systems. 

(c)  The stady of a harnonic osc i l l a to r  with bounded amplitude 

and bounded n t e  control sholild no t  be abandoned since the investigetion 

was a h o s t  cmpleted a t  the neeting date. 
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(a) JPL w i l l  i n i t i a t e  an amendnent t o  Contract No. 953673 t o  

revise the STAT'RBN!Jl OF WORK i n  accord2nce with the current research 

tasks, which were agreed upon by both JPL and Purdue. 

(e) I The research fund f o r  the t h i r d  year period i s  not 

guaranteed. The research, however, w i l l  be carr ied on u n t i l  the  free 

balance of the account is  exhausted. It is understood t h a t  the continuity 

of the research e f f o r t  w i l l  be interrupted should JPL decide t o  fund 

the  th i rd  year period a t  a l a t e r  date. 

2-2 Technical Progress 

A preliminary study of the o p t i m l  control of a p r t i c u l a r  space 

vehicle was cmpleted. Based on the  switching curve and the boundary 

of the controllable region, a closed-loop opt inal  cont ro l le r  was 

synthesized f o r  the s y s t m  i n  which the gyro i n e r t i a  can be ignored and 

the  displacement of the - reh ide  is not specified.  The control i s  of 

a l i n e a r  ty-pe if the gyro torque is satarated,  and is  of t he  "bang- 

bang" ty-p& otherwise. The solution i n  detai l ,  as w e l l  as the  plan of 

f u t u r e  work, is given i n  Part B. 

The investigation of a hamonic o s c i l l a t o r  with bounded amplitude 

and boynded xkte was a l so  cmpleted. This s t d j  is a continaation of 

t h e  previous work [3]. 

t he  extrenal control flrnction f o r  8 system having a p i r  of purely 

The result gives an ins ight  i n to  the form of 

imaginary charac te r i s t ic  roots. The problem is nore corrplicated than 

t h e  unstable booster problem [33. The control variable is found t o  

en te r  apon and e x i t  from-its bound a s  of ten a s  the time duration 

pernits, which i s  a natural  result of the osc i l l a to ry  behavior of the 

system. Rrt  C gives a cmple te  presentet ion of the findings. 
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The stlray of the antenna p i n t i %  problem is  being continued. 

The opt ine l  control problem is reformulated i n  such a mnner  that the 

pointing d i rec t ion  is kept within an accepted region w i t h  miximum 

probabi l i ty  all the t ine .  

minimizes the e r ro r  rate of transmission of information dur ing  the 

Essenticlly,  the  optimal cont ro l le r  

entire f l i g h t  journey of the  space vehicle by enforcing the antenna 

t o  point i n  n proper direct ion.  &sed on t h i s  c r i te r ion ,  the optimal 

control problen i s  divided i n t o  two prts, viz. ,  the  determination of 

the probabi l i ty  and the  mxin iza t ion  (o r  minimization) of it. During 

the  reporting period, only the first pa r t  was stltdied. The techniccl 

discussion 2nd the plan of future  work are given i n  Pa r t  D. 

3. p R o m I o r u n  CONTRIBUT~RS 

Professionel personnel contributing t o  the progress during the  

reporting period a r e  as follows: 

J. Y. S. Luh, Principel Invest igator  

G. E. O'Connor, S t a f f  Researcher 

J. S. Shafran, Staff Researcher 

C 



PART B 

OPTIMAL c o r m o L  OF A PARTICULAR SPACE VMICLE 

1. I I T R O I X J ~ O N  

Wring the  coordination meeting a t  Purdue on Narch 19, 1966, the  

control problem of a par t icu lar  space vehicle was discussed. The 

block diagram f o r  t h i s  par t icular  system is shown i n  

the  systen is  operated i n  the l i nea r  regions of both 

elements, the over-all closed loop t ransfer  function 

Figure 1. When 

saturat ion 

is 

where G(s) i s  the gyro t ransfer  function. 

a l a g  network, the system i s  unstable. 

equation (1) becomes 

Since G(s) always a c t s  as 

With G(s) = l/s(Is + D), 

s(Is + D) 

&I, + D) + Y5" + Y 3  

Becalrse of ins tab i l i ty ,  the system operates i n  a saturation mode ( f o r  

'both saturat ion elements). 

d i f fe ren t  loops, an analyt ic  solution based on classic  control theory 

Since the two saturetion elements a r e  i n  

is quite involved. 

The control problem, however, can be s inp l i f i ed  t o  sone extent i f  

8 nonlinear control ler  i s  introduced and synthesized on the open-loop 

point of view. 

i n  Figure 2. 

or  a disturbance, can be interpreted a s  a s e t  of i n i t i a l  conditions 

To be specific,  the systen block diagram is  redrawn a s  

The o r i g i n d  input r, which represents e i the r  a co&nd 

0 00 eo, eo, end eo. The 

law u, which depenzs 

first objective i s  t o  f i n d  an open-loop control 

on i n i t i a l  conCitions only, t o  s t ee r  the systeo! 
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t o  a desired s e t  of terclim-1 conditions 8 Q,, ond 00 6 Based on t h i s  
d' 4' 

resu l t ,  a control ler  Y! is  synthesized and the  system loop is  then closed. 

If, a t  the same time, a minimization ( o r  maximization) of a prescribed 

performance index is  desired, then the  problem becomes on opt inel  

control problem. 

assuming the system is operated in  the  l i n e a r  regions, then with the 

absence of I!, 

To f a c i l i t a t e  the mthematical  manipflation, 

I n  the following sections, a discussion on the optimal control problem 

with saturations f o r  various G(s) is presented. 

the  problem where the i n e r t i a  of the  gyro i s  negligible.  

Section 2 discusses 

It turns 

out  t o  be a bounded phase-coordinate control problem.' With the  

performance index being minim1 t i m e ,  the  problem is solved f o r  tine 

case of unspecified 8 .  

Section 3 defines the problems that assume d i f f e ren t  forms of gyro t ransfer  

functions. 

A nuclerical example is  included f o r  i l l u s t r a t ion .  

Each of the problems ccn be t reated a s  an optimal control 

problerc i n  the  bounded phase-coordinate systen. Section 4 out l ines  

the  plan of future  study of these problems with various performance indices.  

2. PRELIMII?ARY m T S  

If the  ine r t i a  of the  gyro shown i n  Figure 2 i s  negligible, i.e., 

G(s) = ~/Ds, then the over-all t ransfer  function given i n  equation (2 )  

becomes 

-Be( S) 5 
'q?q = JDsL + KlK2 

For simFlicity, consider a nomalized t m n s f e r  function of l/(s 2 + 1). 
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FIGURE 1 
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8 
J 

-- 
f 

FIGURE 2 
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An equivalent systen con be described by a second order d i f f e r e n t i a l  

systen 

= Ax(t) + b u ( t )  ( 3) 

where 

To include the  saturat ion effect ,  as shown i n  Figure 2, the constraints  

rg(t)l 5 a and I u ( t ) l  < - 1 (normalized) are required. 

conditions, it is desired t o  determine a control law u ( t )  which s t ee r s  

the systen (3) from an i n i t i a l  s t a t e  X(O) = [$] t o  the prescribed 

terminal stzte x(T) = gt] with a minimal performance index. If 

Under these 

0 

U 
00 6, = 8 = 0 and the performance index is  minim1 time T, it becomes a 

a time-optimal reglalator problem i n  the bounded phase-coordinate system. 

For Iz(t)l <, Q 5 1, the problem is solved by Russel! Tl] which gives 

a "bang-bang" type of control when the t r a j ec to ry  s tays  inside the  

bound, and a l i n e a r  control when it s tays  on the boundary- The 

switching curve and the controllable region a r e  shown i n  Figure 3. 

'The bomdary of the  controllable region and the switching curve cons is t  

of c i r cu la r  a r c s  as follows: 

Arc DE : center a t  (-1, 0), r a d i u s  2 + v; 

Arc EF' x center  a t  (1, 0), r a d i u s  a; 

A r c  GO: center a t  (1, 0), r ad ius  1. 

A r c s  DIE', etc .  are their  symmetric counterparts. With the switching 

curve so defined, the control law is  given as  



. 
.. -0- 

. 
CI 

I 
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Pi 
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-1 if ( E .  c i n t e r i o r  of region I, o r  

( 8 ,  'e") on a r c  DE o r  a r c  E'F' o r  a r c  G'O, 

-u( t )  = +I i f  (Q, 8) c i n t e r i o r  of region 11, o r  

( 5 ,  Z) on a r c  EF o r  a r c  D'E' o r  are GO, c r  6 if (6, '5) on chord FG or  chord FIG'. 

Thus the  nonlinear cont ro l le r  Y can be constructed by means of s tor ing  

the control law i n  some on-line device. 

The controllable region is  determined f o r  the case of minim1 t i n e  
0 m 

and Bd = Qd= 0. Therefore any i n i t i a l  s t a t e ,  which i s  outside of the 

control lable  region, cannot be brolqht back t o  the or ig in  i n  a f i n i t e  

time in t e rva l  under the constraints r$(t)\ < a, 0 c cy c 1, and - - 
I4t)l 5 1. 

3. OTHER FOR.IITLATIONS OF THE PM,TICULAl? VEIIICLE COViXOL 

3-1 

I n  the above discussion, the displacement 6 was l e f t  f ree .  

Controlled S ta t e  Variables Including Displacement 

If 8 

also has its desired terninal value, the d i f f e r e n t i a l  system (3} i s  . 

augmented t o  a th i rd  order systen 
0 - 
x = li 2(t) + E u ( t )  

where 

/ 

and 

Iml 5 a, I U ( t > l  - < 1 

The problem i s  t o  f ind  a control ler  u ( t )  t o  bring an i n i t i a l  s t a t e  

g(3) = x t o  the  t e r z i r x l  s k t e  Z(T) = ?( 
0 d 

performance irider beir.G rninirnized ct the s m e  t h e .  

- 
with some prescribed 

, 
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Although t h i s  problem is more general thcn the simple bounded 

phase-coordinate control discussed i n  the preceding section, the 

i n e r t i a  t e r n  of the gyro is  ignored. 

operation becomes short, which i s  exactly the  obJective of the  

When the  time in t e rva l  of the  

time-optimal control system, the i n e r t i a  t e r n  may result i n  an 

undesirable time l a g  so that it cannot be ignored i n  synthesizing 

the control ler .  This problem w i l l  be formulated next. 

3-2 

With G ( s )  = l/s(Is + D), the over-all  t r ans fe r  function given i n  

Gyro Transfer Function Including I n e r t i a  Term 

equation (2) becomes 

se(s) 
= 31s3 + ms + 5 2 -  

2 For a normalized t ransfer  function of l/(s3 + ps + l ) ,  the equivalent 

d i f f e r e n t i e l  system can be writ ten as 
0 

2 = E ( t )  + t u ( t )  

where 

and 

1mi 5 Qlr Iu(+->I - <'I 
As before, the  cont ro l le r  u( t) i s  requ A red t o  drive sZ(3) = x 

0 

f(T) = x" with a performance index minimal. 

fornulated i n  Section 3-1 w i l l  be investigated a s  outlined i n  the 

f ollouing section. 

This problem and the one a 
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4. PLAN OF FUTURE WORK 

The time-opticL31 regulator problem without the gyro i n e r t i a  t e r n  

(Section 3-1) w i l l  be investigated first. 

condition, together w i t h  R u s s e l l ' s  [l] sllfficiency condition, w i l l  be 

Gamkrelidze's 123 necessary 

applied. It is expected t h z t  the switching surface end the control lable  

region can be detemined i n  the pkse-coordinate space.- By' storihg this 

information i n  sone on-line device, a closed-loop tine-optimal 

regulator is feasible .  

The next s t e p  i s  t o  study the minimum energy control problem f o r  

the  sane system A t  the  present time it is  not cer ta in  i f  a switching 

surface can be found expl ic i t ly .  I n  any event, an e x p l i c i t  time 

function f o r  the cont ro l le r  can be determined by the  method of maximizing 

the  projection of the set of a t t a i n a b i l i t y  onto the ad jo in t  vector 133. 

The storage of the time function makes the sample-and-hold type closed-' 

loop optimal control possible. 

The cont ro l le r  so detemined w i l l  then be simulated on a d i g i t a l  

camputer and the results evaluated. The sane s teps  of invest igat ion 

will be applied t o  the system which includes the  &yro i n e r t i a  tern.  A 

careful  conpr i son  of these restilts against  . the .  exis t ing cont ro l le r  

w i l l  deternine the zlerit of t h i s  investigEtion. 
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PART c 

OPTIMAL CONTROL IN BOUNDED PHASE-COORDINATE PROCmS 

1. INTROIXJCTION 

A method of determining the opt inal  control i n  the bounded 

phase-coordinate system was developed end presented i n  the previous 

report  [3]. An appl icat ion of the method t o  the time-optimal control 

of an unstable booster with actuator posit ion and rate limits was 

a l so  given there. 

osc i l la tory  plant  (or,  a harmonic osc i l l e to r )  with ectuator  posit ion 

and r a t e  limits is presented. 

application, which is based on the "backing out of the target" procedure. 

As a first attempt, the  r a t i o  of control anplitude limit t o  the control 

rate l i m i t  is selected a s  one-fifth of the  period of the osci l la t ion.  

I n  t h i s  report, an extrenal  control of an undamped 

The same nethod is  u t i l i zed  i n  t h i s  

This select ion allows the ex t r eml  control t o  en ter  upon and exit from 

Its bound once every half cycle of osc i l la t ion .  

I n  the following sections, the e x t r e m l  control f o r  a harmonic 

o s c i l l a t o r  is  presented. The detailed derivation is  a l so  given. 

Section 2 defines the  problem and then analyzes it. Section 3 deternines 

the  extrema1 control by means of the naxiclization of the  projection of 

the  s t a t e  vector onto a uni t  adjoint  vector f o r  every f ixed t enn iml  

time. The procedure follows the  general pa t te rn  a s  that used i n  the 

unstable booster problem, and hence the general theory is  omitted i n  

t h i s  report. Section 4 gives an out l ine f o r  the  f u t u r e  work. 
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2. ANALYSIS OF o m m  CormoL OF A H A ~ I O I ~  OSCILLATOR 

A harmonic osc i l l a to r  i s  described by a second order d i f f e r e c t i a l  

systen 
A 

(1) 
: : A  
x = Ax +. b u ( t )  

where 

tlJ The problem is t o  determine an admissible control u ( t )  on 10, 
A A 

which s t ee r s  the systen (1) from a given i n i t i a l  s t e t e  x(0) = x t o  
0 

A 
x(t,) = 0 such tha t  

Mt)l 5 1, 1w 5 2.5/ .  

on [3, tl] and tl is minimal. 

To formulate the yQblem as a boiunded mse-coord ina te  control 

problem augment the system by l e t t i n g  x = u( t) . 
T = - t f o r  the purpose of "backing out of the  target," then the system 

Furthernore, define 3 

(1 1 becomes 

with x( 0) = -9 where 

and 

By the  .on of p a m e t e r s  fornula, 

T 

I T  0 

sin( T-S) 

v(s)  ds 

V ( S )  ds 

the  so lu t i  .on is 

( 3 )  



-14 - 

where. Iv(s)l < Z . 5 / r r  i s  adclissible on [O,T]. 

extrenal v as a multiple of the signum of an ad jo in t  solatior,  for 

the bolmded phase-coordinate control problem, the  ad jo in t  system m t r s t  

To represell$ the - 

- be modified. Consequently, a " to ta l  adJoint vector" mast s a t i s f y  the 

r e l a  t i on  

where A '  = transpose of A 

Thus 

'or  

i f  p > 0, 3 

and p (7) is  allowed cer ta in  jump d iscont inui t ies  a t  endpoints of 3 
i n t e r v a l s  where 1x ( ~ ) 1  = 1, and p (7) = 0 when I x  ( T ) ]  = 1. As a 

3 3 3 
result, the solut ion of the  system (4) i s  

%(T) = q ( 3 )  cos T + p2(0) s i n  T 

p2(~) = - pl(0) s i n  T + p 2 ( ~ )  cos T 
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. 

where the v a l u e  of constant k i n  p (7) depends on p ( 3 ) ,  p2(3) and 3 1 
the  in te rva l  i n  which \x ( T ) \  < 1. 3 

Let the  &?it adjo in t  vector a t  time T be 

then the projection of X ( T )  onto ;I is 
7 

P = cos p’ f(s; tJ 8, a) r-v(s)] ds 
0 

where - 

f(s; t, 0, 6 )  = cos e - COS(T - e - s) + t en  p’ 

Since 

r (s ;  tJ e, pl) =a(.; t, x + e, - pl) 
it suff ices  t~ consider only half of the range of 0. Choose - n e  8 < 0 - -  
f o r  convenience. 

8, pl) can be sketched on the in te rva l  3 < s < T. 

Then f o r  a fixed T, a fixed e, and a f ixed g ,  f( s; t, 

- -  
To determine the f o m  c?f extrenal v(s) t h a t  naximizes P, the  

method of inspection t h a t  was employed i n  the unstable booster problem 

can be used. 

-4r/5 - -  < e < - 3x/5, ila/5 < T - 8 < 14n/5. 

is: 

A typical  case i s  sfiown i n  Figure 4. The ranges are 

The f o m  of extrenal v( s) 

-(a) f o r  x / i !  > pl - > tcn-’ [cos(6~/5 + e) - cos 01 - 7 0 
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or 

(b) f o r  tan” [cos(6n/5 + 6 )  - COS e] > pI 

- > - tan’’ [cos 8 - cos ((ZR - 8)/3)] 
1 2.5/~, if o < s < Z(T - e)/3 - 22+5 = s 

-2.5/~, if s1 < s < 4(7 - e)/3 - 38x/15 = T~ 

2 
< S < T - 8 + COS-’ [COS 8 + t an  $3 - 2 X  = i 

-1 
2 2.5/~, if T~ < s T - e - COS [COS e + tan g ]  = s 

or 
-1 

( c )  f o r  - t a t a n  [cos 8 - cos((2n - e)/3)) > pI > - Z/Z 

2.5/~, if T~ < s < T - 2(n + e ) / 3  = s2 k -2.5/%, if S2 < S < T . - 

The sane procedue was carried o u t  for a l l  possible ranges of 8 

and 7. 

as often as the  length of T permits. 

It was found that. the  e x t r e m l  v(s) reaches zero and leaves zero 

Denote the  time s a t  which such 

events occur by T ~ ,  i = 1, 2, ..., 2N, and l e t  7 =o T = T .  0 ’ 2N+1 
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< S < T  2 j+2' i = 0, ..., N-1; 23-1 - p3(s) = o f o r  T 

where Y 

the  previous report  [33, choosing 

is  a component of 's sat isfying irS/dT = A'Y. As indicated i n  3 

P3(S) = 7p3(S) - Y3(T2i+1) f o r  72i 5 S < T2i+1, i = 0, ..., n, 
yields p (s) being zero end continuous a t  T2i+1, and conseqJently the 

jump conditions must  be sa t i s f i ed  a t  TZi ,  i = 0, .. 
the  un i t  ad jo in t  vector  a t  t i m e  T, thus p (T)  = V3(7)  = 1, = s i n  pl. 

Theref ore 

3 
I'f-1. Since 7 is 

3 

-e)-cos(T-s-e), i f  T < S  < T2i+1 21- > 

2i+2 ' 5 S < 7 cos pl 

i = 3, 1, ...) N-1 

and 

8,  = di rec t ion  limit for q a t  which p has a jump discontinuity 
3 

( a. is 8 real nmber ). 

discont inui ty  a t  s = T which heppens only when 1x (7))  = 1. The 
3 
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exp l i c i t  forn of e x t r a 1  v(s)  can now 

Furthernore, the extreme1 v(s) is  a l so  

Russell 's sufficiency condition 111. 

be expressed as 

$1 1 

pr)/COS g1 - 
the  time-optimal v(s) by 

I n  Figure 4, the function p f o r  the typical  case is also 3 
sketched. The fomlllas f o r  parameters T i = 1, 2, ..., 2N, 6, and 

pd are determined f o r  a l l  possible choices of -x - -  < 6 < 0, 1$1 < x/2, 

and 0 < T C a. 

use these charts, f i rs t  locate  the Ccse Nunber from Chart I f o r  the 

i' 

A l l  the resu l t s  are  tabulated i n  Charts I and 11. To - 

appropriate ranges of T and 6. Then on Chart 11, f o r  every Case 

Number and every range of 9, a se t  of p r a n e t e r s  of T i = 1, 2, . . ., 
ZN, 6 ,  a n d #  ere given. 

iJ 

0 

4. PIAN OF FUTURE WORK 

An inmediate s tep  is to. extend the study of the harmonic osc i l l a to r  

t o  the cases where the r a t i o  of control amplitude linit t o  the control 

r e t e  linit ass'mes various numbers. A t  the present t i m e ,  the 

investfgation i s  a lnos t  conpleted f o r  t h i s  r a t i o  ranging from Zx/5 

t o  2n/4. 

increases s ign i f icant ly  because of the interact ion between extrema1 

Although the range seems small, the  complexity of the problem 

control amplitude and extrema1 control rate.  

As outlined i n  the previous report  [32, a study of an underdenped 

osc i l la tory  3lant  with bounded enplitude and rate control w i l l  be 

carr ied out next. Since t h i s  represents a process i n  which the p lan t  
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has a p i r  of cmplex conj:*gat.e roots, the problem is re l a t ive ly  

important i n  the prac t ica l  sense. Other major plans a r e  l i s t e d  i n  the 

previous report  and w i l l  not  be restated here. 
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PART D 

STOCHASTIC O E T I T f i  C0I"ROL 

1. I ~ ~ O D U C T I O N  

During the coordination meeting a t  Purdue on March 11, 1966, 

the antenna pointing problem w a s  discassed t o  some extent. It v8s 

agreed t h a t  the control problem should be t rea ted  as a steady state 

problem o r  i t s  equivalent. The block diagram of the system i s  shown 

i n  Figure 5 i n  vhich the antenna on a spice vehicle is  subject  t o  

randm disturbances. 

To formulate the problem meaningfally, it is  necessary t o  se l ec t  

a perfomance index h a v i ~ g  a physiczl significance.  Section 2 

discusses the notivation of the  problem fo rmla t ion .  The p e r f o m n c e  

index which i s  p rac t i ca l  i n  t he  engineering sense, y t L  i s  mathematically 

t ractable ,  is then introduced. With respect t o  the per fommce index, 

t he  optimal control problem is thus defined. 

summary of technical progress during the reporting period. 

discussions a r e  presented i n  the Appendix. 

plan of fu ture  work. 

Section 3 gives a brief 

Detailed 

Section 4 outl ines  the 

2.  FORT.RTLATIOIT OF A " A  POINTING F%OBL?3bl 

I n  the antenna system, the  basic purpose is the  t rznsniss ion of 

i n f o m t i o n .  A l og ica l  p e r f o m n c e  index, then, is  the e-qected 

information rate .  Such a c r i te r ion  has a close connection t o  the pointing 

acctlracy which is  measured by the s ignal  strength. Let 

r = information rate ,  
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then 

Equivalently, 

C 

R = H(E) 

where R = e r ro r  rate, and E = pointing e r ror .  The function H, then, i s  

a measure of accuracy, and hence is e log ica l  p e r f o m n c e  index t o  be , 

minimized i n  the process of dete-mining an opt ina l  control ler .  

Typically, H can be sketched a s  i n  Figure 6 i n  which the measure 

of performance i s  graphically c lass i f ied  i n t o  three regions, viz., 

good, t rans i t ion ,  and poor. 
0 

These regions a r e  d i r e c t l y  connected t o  

the antenna pointing direction. This i s  shown i n  Figure 7 i n  the (6, @)- 

coordinates 

direct ion.  

where 6 and @ i s  the coordinate system of the pointing 

With the measure of p e r f o m n c e  so defined, the  cont ro l le r  is  

assigned t o  operate i n  two nodes as follows: 

Mode 1 - When the pointing angle is  ins ide  the good p e r f o m n c e  

region, the Controller generates a control s ignal  

which minimizes the probabi l i ty  of ex i t ing  from t h a t  

region during some time in t e rva l  T h' 

Mode 2 - When the  pointing angle i s  i n  the poor performance region, 

the  cont ro l le r  generates c control  s ignal  which maximizes 

the probzbi l i ty  of entering the good p e r f o m n c e  region 

during some tine in te rva l  T . a 

Thus the optimization procedure can be carr ied out in two s e p r a t e  

parts: 

(1) Ir, eoch mode of' q e r z t i o n ,  d e t e n h e  the control s i g n a l  t h z t  
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P O I F T I N G  ERROR E 

F I G U R E  6 

F I G U R E  7 
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* 

minimizes ( or  maximizes) the aspropria t e  probabili ty.  

(2) llinimize the function H (representing the e r r o r  rat?? w’lth 

respect  t o  the  s izes  of t rans i t ion  and good p e r f o m n c e  regions ( the  

r a d i i  of the bomdary c i r c l e s  of these regions), and t o  Th and T,. 

3. SUI4MARY OF TECFNICAL PROGRESS 

During the reporting period, e f for t  was directed toward the  

determination of the control signal which minimizes (o r  maximizes) the 

relevant probabili ty i n  each node of operation. For a l i n e a r  systen 

with white noise disturbances, the method of de t e rmin iq  the control 

s igna l  wes discussed i n  the previous progress report  133. 

of the extended study of the  problem a r e  stmmarized i n  t h i s  section 

with the detai led derivation given i n  the Appendix. 

“he rest i l ts  

The block diagram of the system under invest igat ion is  shown 

i n  Figure 8 i n  which x is the system state, n i s  the random disturbance 

and u represents control. 

s tate is i n  a s i twi t ion  such that the control u is  i n  Mode 2 of operation. 

For the pwpose of discussion, assume the 

Let  Y(t,, xl, tl + T,) be the probabili ty of entering the good 

p e r f o m n c e  region i n  the time in te rva l  [t,: tl + Tal, then 19 can be 

found as  the solut ion of a p a r t i a l  d i f f e r e n t i a l  eqlration of a bomdery 

value problem. A first  order approximation t o  Y i n  the  (5, tl, T) - 
s p c e  is  known f2]. For the  purposes of determining the  o p t i m l  

control  u, it only requires determining Y(0, x 

function of u. 

T,) as an impl ic i t  
0’ 

An i t e r a t i v e  schene of finding optimal u by optiniizing 

B is discussed i n  the Appendix. The method can be applied t o  systems 

with no r e s t r i c t ions  OR t h e i r  order: eRd hence has an edwntege o-rer 

t h e  scheme given by :<ishchenko [ Z ] .  
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X 

(system state) 

n (random disturbance) 

FIGUEiE 8 
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X 1  
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4.  PLAIT OF FUTURE VOFX 

The simulation of the antenna pointing system on a d i g l t a l  

computer w i l l  be the next goal i n  the plan. 

of a conpirter problem based on the flow chart  discassed i n  the 

This involves the wri t ing 

Appendix. 

also be investigated. 

The convergence problem of the comptat ional  scheme will 

The extension of the method t o  higher order systems w i l l  be 

examined closely. 

Once t h i s  is completed, numerical data f o r  a physicel space vehicle 

w i l l  be used as a t e s t  model f o r  the  computational method. 

comparison of the  results so obtained against  those from exis t ing 

Attention w i l l  be focused on any hidden p i t f a l l s .  

A 

control sys tem is  a l s o  planned. 
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APPENDIX 

C 

The antenna problem a s  a “pursuit” problem was discussed t o  some 

extent i n  the previous progress report [3]. The solut ion of the 

problem f o r  first order systems has been exmined i n  more d e t e i l  

during t h i s  reporting period, and i s  presented i n  the  following 

paragraphs. The extension of t h i s  technique t o  high order systems is  

i n  progress. \ 

Consider the system which is  described by the  s tochast ic  

d i f f e r e n t i a l  equation 

where 

x = system state 

u = control  s ignal  

n = a Brownian.motion process 

h o b  [4] showed that under sui table  , r e s t r i c t ions  on A and Q, 

where p(tl, ~ 1 ,  t2, x2) = probability that x(t,) 

x ( t l )  = 5. 
x-process a r e  described by ( Z ) ,  then 

x2 given t h a t  

Mishchenko [23 showed t h a t  if the statistics of the 

with boundary conditions (see Figare 9 )  

y( t l ,  3, T) = 1 for e l l  tl, (4) 

( 5 )  

and 

?d3 Y ( T ,  xl, T) = 0 for 
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where U( t l ,  5, T) = probabili ty tha t  CX(T)  = 01 f o r  some T E c t l ,  T]. 

To maximize Y ( 0 ,  x T) with respect t o  u, a nlunerical method 
0’ 

C 

f o r  determining I f o r  a given u i s  given first.  

the procedwe is  t o  guess U(0, 5, T). That is, 

m, ”1, T) = P O ( X J  

where ,!3 i s ’ e n  i n i t i a l l y  guessed function. Then 
0 

The i n i t i a l  s t e p  i n  

l e t  

by using equations ( 3 )  and (6). Thus, by the re la t ion  

I 

where 

A t  = T/M, Y ( A t , .  5, T) 

can a l s o  be computed. 

Using the same procedure, compute U( Z A t ,  x, , T), e t c .  The process 

If a’,(&) = 3 f o r  a l l  x, # 0, then p’ (x correc t ly  represents 0 1  A J .  A 

Y(3, xl, T). It is clear,  then, 
Y 

is nin ina l  f o r  ao(5) = ~(cI, 5,. 
.tion of I ~ ( P ~ )  with respect 

thet the functional 

T). Thss the  problem becones 

to go( 9). This minini za t ion  

i n  its discret ized version is presently carr ied out by a gradient 

technique a s  follows : 

Let the function ao(5) be represented by a vector j3 whose 
0 - 

components Ere 

with 

= x 1 2 9 = x  < x  < . . . <  1 1 0 .  
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Let the function u(t l )  be rewesented by a vector u whose components 

a r e  

- 

u i = U ( t l i )  

with 

9 = tll < ... < tlN = T . 
The solution t o  the  discret ized version of the  optimization 

problem w i l l  be carr ied out i n  the 2N-dhens ion~ l  space 

N 1  N 
u , Po , ..., pI, 1.  

algorithm is shown i n  Figure 19. 

A flow char t  of the computational 

The procedure begins with choosing 

1 2  
I u  , u Y *", 

u f o r  u and ~3 

j2fT and I1(go) by the equations (3) through (9). 

determined (whether from i n i t i a l  gaess o r  swcess ive  i t e r z t ions )  with 

f o r  Po, a s  shown i n  Steps 1 and 2. Step 3 cmputes 

Step 4 t e s t s  i f  Po has 
- 00 - - 0 - 

- -. - - 

su f f i c i en t  accuracy. If not, i t s  value i s  improved i s  folious: 

L e t  V be a 2N-dimensional unit  vector normal t o  the  u = u 
0 - - - 

manifold a t  tuo, Po,], then the i t e r a t ed  gOl of 

f ran 

can be campilted - -  - - 

where 

4. = s t e p  s i ze  factor ,  

< , > denotes the inner product . 
This compdtational task is  rendered i n  Step 5. 

When Step 4 indicates  t ha t  Po has reached a va lue  with a desired - 
accumcy, the iznroverzent of 1-1 begins as fol lovs:  

L e t  IJ be -3 2!I-dizensional xit vector norxcl t o  V I  

- 
a t  [ao, goo]. - -  1 - 

Then 

been 
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Calculate new u =6J * - c- 

re, = Po0 I 

A - .  . _ _  

Stop I 
FIGURE 13 
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where h2 = s tep  s i ze  factor .  This coinputationnl procedure is carried 

out i n  Step 6, which has the i o l l a h g  meaning: {uo, goo] is  being - -  _ _  

1 incremented i n  the direct ion which increases jJ but leaves I 
00 

uncltered. If I i s  indeed unaltered, then P, N = Y ( 0 ,  xo, T). Because 
1 01 

of d i s c r e t i e t i o n  error, I 

reason, Steps 7 and 8 e re  inserted t o  t e s t  the magnitude of the 

discret izat ion errors  introduced i n  Step 6. If 1% is  not within the  

desired accuzcy, these errors  e re  corrected by returning t o  Step 5. 

w i l l  i n  f a c t  be changed somewhat. Fcr this 1 

Otherwise, the computation i s  terminated if  a prescribed nrunber of 

improvement cycles (which gives a s top  conditior) is completed. 
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